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Executive summary

The global economy is becoming increasingly digitized with data at its foundation. To unleash the power of data, however, we need to
develop algorithms, models, and systems fo extract deeply buried insights from data and act upon them.

Machine learning (ML) has enjoyed great success in various applications such as image recognition, object detection, and machine translation.
Typical ML architectures use models, frained in public or private clouds using aggregated data to perform inferencing. These models, deployed
in the cloud or at the edge, are driving fundamental changes in healthcare, agriculture, retail, transportation, and many other fields. Investment in
Al is significantly increasing, with investments in Al in 2021 totaling more than $93 billion, more than double the total in 2020.*

In a centralized ML approach, the training data is aggregated fo a centralized location, where machine models are developed, trained, and
tested. However, the centralized approach is facing mounting technical and socioeconomic challenges. Data sovereignty, security, and
privacy can all create barriers to transferring and aggregating the vast amount of data required to frain ML models. In addition, the costs of a
central infrastructure to host and process the aggregated data can be prohibitive.

The industry is calling for an alternative. The alternative should adapt to, and take advantage of, the increasingly distributed nature of data. It
should achieve comparable accuracy to centralized learning but outperform centralized learning in terms of security, fault-tolerance, and latency.

To address this challenge, we have developed a new technology—Swarm Learning.

Swarm Learning is a decentralized ML solution utilizing computing power at or near the distributed data sources with the proven security of
the blockchain. In Swarm Learning, both training of the model and inferencing with the frained model occur at edge, where data is most fresh
and prompt data-driven decisions are most needed. In its completely decentralized architecture, only learned insights instead of the raw data
are shared among collaborating ML peers, which tfremendously enhances data security and privacy.

Swarm Learning fundamentally changes the ML computation paradigm by bringing computing close to the data. Its security and
privacy-preserving features further open up opportunities for collaboration and monetization models across the organizational boundary.

Introduction

Data, fueled by ubiquitous sensing, computing, and connection, is driving our economy. Various industries, from healthcare, agriculture, retail,
fransportation, and many others generate petabytes, if not exabytes of data, every second. But the true value of data comes from the insight,
often buried deep, that calls for timely action to create value.

Traditionally, data is aggregated into a central location, typically a public or private cloud, where statistical or ML models are trained using
that data. Once trained, the models can be deployed either in the cloud or at the edge, take new inputs, and produce outputs. We call this
ML architecture with aggregated training data the centralized ML.

Many machine learning applications, a majority of them utilizing the centralized learning approach, have profoundly affected many aspects of
our work and life, bringing us breakthroughs in mobility, lifestyles, and industrial production. As we celebrate the victories of ML applications, we
must not lose sight of emerging technical and socioeconomic concerns, and, in particular, their implications on the way that we handle and gain
insights from data.

Problem statement

One major challenge to the cenftralized learning approach is the increasingly distributed nature of data, driven by the proliferation of data
sources around us. An autonomous vehicle, for example, can have LIDAR, radar, vision and many other sensors onboard generating
petabytes of data per day. When data is produced at unprecedented speed, in high volume, and at distributed locations, aggregating it to a
centralized location, such as cloud, for centralized ML is a formidable if not impractical hurdle. On the other hand, there is a trend toward
moving computing, and hence intelligence, closer to data. This edge-first approach could spawn unmatched opportunities in revolutionizing
customer experience and establishing competitive advantages, particularly through the shortened delay between data and insight-driven
actions. Such opportunities prompt us to explore alternative ML architectures capable of handling highly distributed data and effective in
utilizing the rising computing power at the edge.

1 Artificial Intelligence Index Report 2022, Stanford University Human-Centered Artificial Intelligence, March 2022
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A second hurdle to centralized ML is data privacy and security, which attracts scrutiny from governments, enterprises, and individuals.
Consolidating data for centralized ML necessitates moving data, which may get exposed to various attacks during transfer. What's more,
aggregation of people’s personal information and behavioral habits, captured and dispersed in various data sources such as medical records,
browsing history, ride-hailing records, and workout routines will also make it easier to invade a person’s privacy.

As much as we eagerly seek insights from a vast amount of personal and sensitive data, we need a trusted way to protect individual and
enterprise sensitive information. Such a solution should embrace and take advantage of the edge—where data is generated and captured—by
empowering the edge to learn right on the spoft, without the need to be tethered to a cloud.

Still another limitation of the centralized ML is its dafta custody model. In many scenarios, a large number of individuals or organizations
generate and own the original data, yet the data is collected, cleaned, analyzed, and monetized by another enfity. This aggregator has the
infrastructure of performing these compute and storage-infensive activities. Most of the time, the aggregator will also serve as the curator.
The separation of data ownership from data access and usage curation creates data monopolies, which favors the data aggregators
pocketing a large share of data values.

Furthermore, when data owners cede their control of the data-to-data aggregators, the Pandora’s Box of privacy invasion is open, despite
data use and privacy agreements between the owners and the aggregators. The recent Facebook-Cambridge Analytica data scandal is just
one example.

Because of the inherent flaw in the data custody model, data collaboration across organizational boundaries has been especially challenging
with the centralized ML approach. Organizations tend to have data centered on a particular industry, customer base, or geography, which,
when pooled together, could uncover significantly deeper insights for all of them. For example, over 70 percent of financial institutions
continue to be targeted by credit card fraud in 2022.2

Current ML models for risk detections are developed by each bank using their proprietary data and still suffer from high percentage of false
positives. Analysts reported in January of 2022 that card fraud protection in e-commerce continues to deal with false positives rates of
30-70%. In training fraud detection models, the number of fraud transactions is typically limited, which can lead to limited model accuracy.
There is, therefore, a great potential for financial institutes to share card fransaction data and to improve fraud detection accuracy.

A decentralized system architecture capable of overcoming these challenges would have far-reaching industry influence. The significance of
such a decentralized solution is demonstrated in part by the heavy investment in and impact of Al across the global economy. The Al market is
expected to grow from $21.17 billion in 2022 to $209.91 billion by 2029, at a CAGR of 38.8% in forecast period.*

Success criteria for the solution

The drawbacks of centralized ML stem from its centralized architecture. These deficiencies naturally prompt us to explore its opposite—the
decentralized ML approach. In particular, we need a decentralized machine learning approach with the following attributes:

Effective
Decentralized ML should be effective when gauged on accuracy, efficiency, and capability of handling distributed data.

Accuracy: It should achieve comparable, if not the same, model accuracy compared to centralized learning since accuracy is the main
indicator of how well knowledge embedded in the data is captured.

Efficiency: It is critical to look at efficiency from a systematic and end-to-end perspective. An ML system could span data/model parameters
transfer, model training/test, deployment, and periodic updates. A fair comparison should also go beyond temporal efficiency to include
efficient use of existing compute, storage, and communication infrastructure.

Handling distributed data: Infrinsically, decentralized ML needs to be effective in handling distributed data by allocating workloads,
coordinating peers, and synthesizing partial learning results to generate the complete model. In addition, the algorithm itself should work
with biased or unbalanced data, both of which can be very challenging as they have a direct impact on model convergence during model
fraining and refraining. It is not uncommon that data with certain atfributes are not evenly distributed across all data sources. Besides, we
should also expect that data volume could vary considerably among distributed data sources.

22022 AFP Payments Fraud and Control Report—JP Morgan, April 2022
3 False Positives in Credit Card Fraud Detection: Measurement and Mitigation, 55th International Conference on System Sciences, January 2022
“Machine Learning Market Size, Share & Covid-19 Impact Analysis, Fortune Business Insights, January 2023
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Secure

Decentralized machine learning needs security features to ensure that only authenticated participants can join the learning, thus protecting
distributed data as well as the model Chyper) parameters/weights. To mitigate rouge participants, there should be a mechanism to remove
malicious actors as needed and to ensure that data access is limited to authorized duration and purpose only. What's more, additional
measures might be necessary to hide the details of the ML model.

Privacy-preserving
One fundamental motivation for decentralized learning is to provide better privacy. Successful decentralized ML should give data owners
better control over access to their sensitive information and extract insight from their data without invading their privacy.

Fault-tolerant
A centralized ML approach has the risk of a single point of failure. Decentralized learning, although not subject to this risk, needs features to
enhance its robustness and to handle the potential dynamic joining and leaving of distributed data resources during model training.

How do existing solutions fall short?

ML has made tremendous progress in both industrial application and academic research over the last decade. There have been efforts
toward tackling individual challenges facing the centralized ML. However, a solution that tackles all the major challenges of centralized
machine learning has yet to emerge.

Google™'s federated learning® and others have explored ways in which local learning can collaborate to improve a shared model. In the work
from both Google and Facebook, a single parameter server takes the responsibility of aggregating and distributing local learning. This star-
shaped system architecture creates an obvious single point of failure, which leads to reduced fault-tolerance.

Apart from this drawback, a deeper concern for any decentralized ML involving a large number of peers is how fo identify, penalize, and
exclude the rogue participants. While technical measures help detect rogue participants and limit their influence, the detection and system
recovery take time. To deter such malicious behaviors in the first place, we need to look beyond technical means to ensure that each local
learning peer does not have the motivation to misbehave as it will incur undesirable consequences.

On the privacy front, much work is being done to address privacy considerations info ML in multiparty settings. This is a major step toward
addressing the privacy requirement in decentralized ML. Since the work is understandably focused on privacy improvement, critical issues—
such as how to handle the most challenging pattern of distributed data including unbalanced data volumes or non-independent and
identically distributed (IID) data that enterprises may encounter—were left out. To eliminate the potential burden of reshuffling or
reorganizing distributed data, we need a decentralized ML approach natively developed for distributed data that any privacy improvement
work can rest upon.

We also find a gap in the capabilities of existing decentralized ML frameworks for enterprise applications. Google’s federated learning, for
example, targets an individual end-user’s data in its ecosystem. Decentralized ML,° a recent startup, also has a consumer-centric focus by
crowdsourcing decentralized ML. There is great potential for a complete decentralized machine learning solution for enterprises, where the
compute, storage, and data coexist fo realize its full potential. This solution should not only address the particular challenges specific to
enterprises but also facilitate novel business models to encourage collaborations across enterprise boundaries.

HPE’s answer to the challenge—Swarm Learning

Drawing its inspiration from biology, Swarm Learning is a decentralized ML solution built on blockchain technology, particularly designed to
enable enterprises to harness the power of distributed data while protecting data privacy and security. Swarm Learning leverages the
computing power at or near the distributed data sources, ensures security using tested blockchain technology, and protects privacy by
sharing insights captured from data instead of the raw data itself.

Swarm Learning’s blockchain-based security framework ensures that only legitimate participants join the decentralized learning network and
that each party is bound by a smart contract in terms of contribution and rewards. The smart contract in Swarm Learning supports
innovative business models; along with a monetization framework, it also facilitates cross-organization collaboration.

° Global Federated Learning Market Report 2022-2028
¢ decentralizedml.com

—
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Introducing Swarm Learning technology

Swarm Learning is a framework designed to make it possible for a set of nodes—each node possessing some tfraining data locally—to frain a
common ML model collaboratively without sharing the training data itself. This can be achieved by individual nodes sharing parameters
(weights) derived from fraining the model on the local data instead. This allows nodes to maintain the privacy of their raw data.

Parameters shared from all the nodes are merged fo obtain a global model. Moreover, the merge process is not done by a static central
coordinator or parameter server, rather a temporary leader chosen dynamically among the nodes is used to perform the merge, thereby
making the Swarm network decentralized. This provides a far greater fault-tolerance than fraditional centralized-parameter-server-based
frameworks. With the global model, the nodes have the collective intelligence of the network at their disposal, without the data ever leaving
the node.

Swarm Learning builds on top of two proven technologies—distributed ML and blockchain. Distributed ML is leveraged to train a common
model across multiple nodes with a subset of the data located at each node—commonly known as the data parallel paradigm in ML—though
without a central parameter server. Blockchain lends the decentralized control, scalability, and fault-tolerance aspects to the system fo
enable the framework to work beyond the confines of a single enterprise, and at the same time, introduces a tamperproof cryptocurrency
framework, which the participating entities can utilize to monetize their contributions.

Swarm Learning workflow

The Swarm Learning workflow can be divided into three major operational phases:

1. Initialization and onboarding
2. Installation and configuration
3. Integration and training

Each of these operations is described here:

Initialization and onboarding

Onboarding is an offline process that involves multiple entities interested in a Swarm-based ML to come together and formulate the
operational and legal requirements of the decentralized system. This includes aspects such as data (parameter) sharing agreements,
arrangements to ensure node visibility across organizational boundaries of the entities, and a consensus on the expected outcomes from the
model fraining process. Values of configurable parameters provided by Swarm, such as the peer-discovery nodes supplied during boot up
and the synchronization frequency among nodes, are also finalized at this stage. Finally, the common model o be trained and the reward
system (if applicable) should be agreed upon.

Installation and configuration

Once the process of onboarding finishes, all the consortium members download and install the Swarm platform on their respective machines
(nodes), during which the configuration of the Swarm Learning network finalized during initialization and onboarding step is also supplied.
Afterward, the Swarm Learning platform boots up and initiates the node’s connection to the Swarm network, which is essentially a blockchain
overlay on the underlying network connection between the nodes. The boot-up is an ordered process in which the set of participant nodes
designated as peer-discovery nodes (during the initialization phase) are booted up first, followed by the rest of the nodes in the network.

Integration and training

Swarm Learning provides a set of simple APIs to enable swift integration with multiple frameworks. These APIs are incorporated into the
existing code base to quickly fransform a stand-alone ML node into a Swarm Learning participant. The process of model fraining can be
divided into the following (Figure 1)

1. Enrollment

The Swarm Learning process begins with enrollment, or registration, in the Swarm smart contract by each node. This is a one-time process.
Each node subsequently records its relevant attributes in the contract such as the uniform resource identifier (URD from which its own set of
frained parameters can be downloaded by other nodes.

2. Local model training

Nodes next proceed to train the local copy of the model iteratively over multiple rounds, each such round being called an epoch. During each
epoch, every node trains its local model using one or more data batches for a fixed number of iterations. After the number is reached, it
exports the parameter values in a file and uploads it to a shared file system for other nodes to access. Subsequently, it signals other nodes
that it is ready for the parameter-sharing step.

—



Technical white paper Page 7

Enroll in
Enrollment blockchain Export current e
smart contract model parameters

L Parameter
¥ sharing
Run training Send exported
batch parameters to
Swarm API -
Local
model 1
1.raining Get merged -
Time parameters from
for Swarm API
o Parameter
r— 3
i merging
Update model
with merged _
parameters
Stopping
criterion
reached?
Stopping
criterion
check

Figure 1. Model training steps

3. Parameter sharing

This step commences once the number of nodes that are ready for parameter sharing step reaches a certain minimum threshold value
specified during initialization. It begins with the process of electing the epoch leader, whose role is to merge the parameters derived after
local training on all nodes. This selection is extremely quick and takes place at the culmination of each epoch.

Using the predetermined leader election algorithm, one of the nodes emerges as a leader and then uses the URI information of all the
participants, downloads the parameter files from each of them to enable the parameter-merging step. We use a star topology, where a single
leader performs the merge; other topologies such as a k-way merge where the merge is carried out by a set of nodes are also possible and
easily configurable.

4, Parameter merging

The leader then merges the parameter files downloaded. The framework supports multiple merge algorithms such as mean, weighted mean,
median, and so on. Using the merge algorithm chosen, the leader combines the parameter values from all nodes to create a new file with the
merged parameters and signals to the other nodes that a new file is available. Each node then downloads the file from the leader and
updates its local model with the new set of parameter values.

5. Stopping criterion check

Finally, the nodes evaluate the model with updated parameter values using their local data to calculate various validation metrics. The values
obtained from this step are shared using the smart contract state variable. As each node completes this step, it signals to the network that
the update and validation step is complete. In the interim, the leader keeps checking for the update complete signal from each node. When it
discovers that all merge participants have signaled completion, the leader merges the local validation metric numbers to calculate the global
metric numbers. The synchronization step is then marked as complete.

If the policy decided during initialization supports monetization during model building, the rewards corresponding to the contributions by
each of the participants are calculated and dispensed at this point. Afterward, the current state of the system is compared against the
stopping criterion and if it is found to be met, the Swarm Learning process is halted. Otherwise, the steps of local model training, parameter
sharing, parameter merging, and stopping criterion check are repeated until the criterion is fulfilled.

—
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Swarm Learning architecture

The architecture of Swarm Learning can be divided into the following four layers—API, control, data, and monetization. The components are
modular so that the technologies used in implementing them can be replaced based on requirements. The entire framework is designed fo
run on both commodity and high-end machines, supporting a heterogeneous set of infrastructure in the network. It can be deployed within
and across data centers, and has built-in support for a fault-tolerant network, where nodes can exit and reenter the Swarm network
dynamically without derailing or stalling the model building process.

Figure 2 displays the stacking of various Swarm Learning layers, each of which is described in detail.

Config file ML models | eee | ML models
T 4

] -

Swarm Learning software

API layer (Keras, TensorFlow, and more)

—»
Control layer
Data layer Monetization layer
Blockchain platform Machine learning Parameter
software platform sharing platform
Prerequisite Certificate & key Model
VPN
software packages management management

Figure 2. Framework architecture

APl layer

Swarm Learning is implemented as an API library available for multiple popular frameworks such as TensorFlow™, Keras, and such. These
APIs provide an interface that is similar to the training APIs in the native frameworks familiar to the data scientists. Calling these APIs
automatically inserts the required hooks for Swarm Learning so that nodes seamlessly exchange parameters at the end of each model
fraining epoch, and subsequently continue the training after resetting the local models to the globally merged parameters. With a few simple
code changes, the entire network learns as one cohort, with all the complexities of control and data flow taking place under the hood.

Control layer

The responsibility for keeping the decentralized Swarm neftwork in a globally consistent state lies with the control layer, and it is implemented
using blockchain technology. The layer ensures that all operations and the corresponding state transitions are performed in an atomic manner.
Both state and supported operations of the system are encapsulated in a blockchain smart contract.

The state comprises information such as the current epoch, the current members of the Swarm with their IP addresses and ports, and URIs
for parameter files. The set of operations includes the logic to elect the leader of the Swarm toward the end of each epoch, fault-tolerance,
and self-healing mechanisms, along with signaling among nodes for commencement and completion of various phases.

Data layer

The data layer takes charge of reliable and secure sharing of model parameters across the Swarm network. Like the control layer, this layer
is also pluggable, supporting different file-sharing mechanisms such as HTTPS/TLS, IPFS, and such. The layer is controlled through the
operations invoked by the control layer where the information about this layer is also maintained.

Monetization layer

This layer meters data usage and contribution during the model training process to calculate the monetary rewards for each of the
partficipants, which are dispensed at the end of the fraining. It relies on blockchain’s tamperproof and self-verifying smart contract to
keep track of the contributions, and the built-in cryptocurrency framework to transfer rewards in a fully automated fashion.

—
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How will Swarm Learning benefit your business?

Swarm Learning started with the purpose of solving the dilemma of the explosion of data and the technical, social, and economic challenges
of extracting values from data. Enterprises embracing Swarm Learning will benefit from the following competitive advantages:

Efficiency

Insights embedded in data do not come free of charge. In particular, the centralized ML approach, when aggregating data to a central location
for processing, faces the costs of data transfer and investment in the storage and computing capability for that consolidated data. Swarm
Learning eliminates the costs of raw data fransfer by performing learning at or near the data sources. Our experiments show that the model
parameters fransferred can be more than 1000x smaller than the raw data. This tremendously lowers the data transfer costs and delays.

Swarm Learning can further reduce operation costs by faking advantage of existing storage and computing capabilities at or near the data
sources, thus eliminating the investment in a central facility, either on-premises or in a cloud, for centralized storage and processing of the
aggregated data, which can grow quickly in a centralized ML approach.

Privacy and security compliance

The enactment and enforcement of GDPR mark a critical milestone in legislative efforts on data privacy protection. Across the globe,
businesses are under stricter scrutiny in fransparency and accountability of their customer data-handling practice. The consequence of not
having regulation compliance can hurt brand image and incur hefty fines.

Swarm Learning helps businesses comply with privacy and security regulations by giving data owners greater confrol over access to and
usage of their data through the smart contract of blockchain, as well as eliminating the need for raw data transfer. Strong compliance with
security and privacy regulations boosts customer confidence, and in turn, brings a business more revenue.

Fault-tolerance

Compared with the centralized learning approach, Swarm Learning decentralizes both data storage and learning, thus effectively avoiding a
single point of failure, which threatens business continuity. The Swarm Learning algorithm is effective in handling biased and unbalanced
data at the various sources, and the smart contract is robust in handling exceptions such as the lost connection of a data source fo its
Swarm Learning peers.

Timely insights

Swarm Learning brings with it the powerful benefit of reducing the latency between the creation of data and the availability of actionable
insight derived from that data. With Swarm Learning, model refraining can be initiated as soon as new data becomes available at any data
source. The learning captured can be shared immediately with all the Swarm Learning peers, without waiting for the data to be transferred,
consolidated, and then mined. A shorter path between data and insights means faster and more accurate responses fo the ever-changing
market, an enviable competitive advantage.

New collaboration and monetization models
By drawing a clear line between raw data and the insights embedded in that data, Swarm Learning decouples data access and data
ownership. This decoupling, along with the shifting of computing to data, provides a holistic perspective on the value of data.

Imagine a world where personal or sensitive information never leaves a user or an organization’s direct control. Any service relying on these
data is containerized, authorized by the data owner, and brought to the data, with a contract clearly stating data exposure, usage patterns,
contract duration, and expected rewards for the data owner. This shifts confrol over personal or sensitive information to the data owners and
opens a whole new model for data collaboration and monetization. Without raw data ever leaving any personal devices or organization,
ingeniously designed incentives will spark business models to facilitate data collaboration for both consumer and enterprise applications.
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Where can we apply Swarm Learning?

Swarm Learning is more than a remedy for the challenges facing the centralized ML approach; it is also a powerful tool to unlock the
undervalued opportunities residing with distributed dafta and the computing power at or near them. Swarm Learning is designed to apply to
the widest industries imaginable and we will demonstrate its merits through a few selected use cases as follow:

Healthcare

Imagine we have three breast cancer research institutes in the US, Europe, and Asia, each of which has its own limited and proprietary
breast cancer data set. These research institutes share the same objective to improve breast cancer diagnosis by developing and training an
ML model. Since each institute’s data is limited in size and may have distribution bias toward particular demographics, they would like to
share their data in a manageable way, ideally limited to breast cancer-related insight only and nothing else.

Such goodwill to cooperate and advance the wellbeing of entire human race, however, faces significant regulation compliance risks in the
centralized ML approach. With existing regulations on medical records in their respective countries, simply obtaining the approval to share
the raw data and to transfer it to a central location, potentially out of the country, could be an insurmountable roadblock.

With Swarm Learning, however, the regulation compliance risks are minimized by eliminating raw data transfer. Computation is brought to
the data instead. A smart contract between the research institutes details and enforces how the insights from their respective data set will be
extracted, shared, and rewarded. The collaboration between them is clearly defined, strictly enforced, and reliably tracked. The institutes now
can focus more on the fundamental research collaboration instead of the operational overhead.

Urban mobility

Urbanization is a global megatrend. Coming with the increasingly densely populated urban areas are the growing pains of deteriorating
fraffic. Ride-hailing, autonomous driving, connected cars, and smart cities are all efforts that help address the mobility challenges from
disparate angles. Solving the urban traffic burden requires a comprehensive approach incorporating a wide range of information including
people’s commuting routes, daily routine, road and weather information, and public and private events. An intelligent model encompassing
all this information could lead to better traffic pattern prediction and potentially optimized transportation resource planning. How can all this
information be consolidated for the centralized ML in a timely and cost-effective manner? The chances are slim, if possible at all.

Take one step back, even if the information is readily available for the centralized ML approach, do we capture the problem well enough for
an optimized and efficient solution? We believe something fundamental is missing here to paint the full picture—people’s flexibility in
choice-making and a reward mechanism that we can design to influence their choices and to improve the overall system performance.

For example, when the highway becomes congested in the evening rush hours, would you be willing to leave your office ten minutes later
than usual to lessen the traffic? Probably not, you might think. Now, what if that choice comes with free use of the tollway for the next
morning, which can save you 20 minutes in commute? If the reward could sway you into accepting the offer, imagine how the traffic will be
shaped if choices like this can be customized to millions of urban residents in a real-time and decentralized manner. This is exactly what
Swarm Learning can enable.

Swarm Learning, with its decentralized architecture and reward system, is exactly what we need fo solve complex system problems with
human or organizational interactions. Not only does it address privacy and security concerns in sharing data, but it can also bring in and
shape the individual or organizational behavior. Compared with the current intelligent system still focusing on modeling and prediction,
Swarm Learning can close the loop and bring intelligent systems to a whole new level fo learn, act, and evolve.
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Collaboration in deep space

Swarm Learning has unparalleled advantages for applications where moving and consolidating a large amount of data for centralized
learning is prohibitive in terms of latency and costs. Nothing can demonstrate this merit of Swarm Learning better than outer space
collaboration, where data sources for ML are widely distributed and far from effective central coordination.

As we venture deeper into the universe, large amounts of dafa will follow in our footsteps. The challenges of learning from data sources
separated at this distance scale go beyond the reliability, availability, bandwidth, and costs of the communication channels. Latency is a
fundamental barrier that we cannot cross. As an example, the return latency between Mars and Earth can be as high as 40 minutes. Such a
huge latency could easily make the difference between a successful and failed space mission. During a space fleet’s journey to Mars, it is
much more practical to use Swarm Learning between the spacecraft, which will be relatively close, rather than streaming the data back fo
earth with fremendous latency.

Conclusion

In today’s digital economy, the ability to quickly and accurately act upon data is a critical advantage. Swarm Learning, by combining
decentralized machine learning with blockchain technology, empowers enterprises to shorten the data-to-action delay cost-effectively
and robustly. The adoption of Swarm Learning will spawn new collaboration and monetization opportunities and we, at Hewlett Packard
Enterprise, have committed ourselves to explore this new frontier with our partners and customers.
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